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A general interacting population

We denote G(s) the set of individuals living in the population νs at time s,
where every individual has a label u in U and a trait Xu

s in X ⊂ Rd.
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The traits at birth (Yi)i≤n of the children are r.v. distributed according to
(Y1, · · · ,Yn) ∼ Kn (Xv

s ,νs, s, ·) .
During its life, at all time t ≥ s, the trait of the individual vi is given by

Xvi
t = Yi exp

(∫ t
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)
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)
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Defining the ψϕ-spine process

We construct a spine process (χt)t≥0 with a weight function ψϕ(x,χ) :=
ψ(x, ⟨χ, ϕ⟩). We denote χ+(x,y) := χ − δx +

∑n
i=1 yi the population af-

ter the branching of an individual of trait x to children of traits given by y.
• The spinal individual of trait xe branches to children of traits y at rate

Γ̂∗
n (xe,χ, t, dy) : = Bn (xe,χ, t)

∑n
i=1ψϕ (yi,χ+(xe,y))

ψϕ (xe,χ)
Kn (xe,χ, t, dy) .

For all 1 ≤ j ≤ n the j-th child is chosen to be the new spine with
probability

ψϕ (yj,χ+(xe,y))∑n
i=1ψϕ (yi,χ+(xe,y))

.

• For the individuals outside the spine, the branching rate is

Γ̂n (xe, x,χ, t, dy) : = Bn (xe,χ, t)
ψϕ (xe,χ+(x,y))

ψϕ (xe,χ)
Kn (x,χ, t, dy) .

Girsanov type result for the spinal construction

Let ψϕ be an "good" weight function and (Et,χt)t≥0 the associated spine process with spine Et of trait Yt. Let Ut be a random variable sampling uniformly an
individual in the population at time t. For every initial measure z and every measurable non-negative function H,

Ez
[
1{TExp>t,G(t) ̸=∅}H (Ut, (νs, s ≤ t))

]
= ⟨z, ψϕ(·, z)⟩Ez

[
1{T̂Exp>t} exp

(∫ t

0

Gsψϕ (Ys,χs)
ψϕ (Ys,χs)

ds

)
H (Et, (χs, s ≤ t))
⟨χt, 1⟩ψϕ (Yt,χt)

]
, (1)

where for all s ≥ 0, noting (As)s≥0 the generators of the original process,
Gsψϕ (Ys,χs)
ψϕ (Ys,χs)

: = Asψϕ (Ys,χs)
ψϕ (Ys,χs)

+
∑
n≥0

[∫
X n

Γ̂∗
n (Ys,χs, s, dy) −

∫
X n

Γ̂n (Ys, Ys,χs, s, dy)

]
.

This result characterizes the joint probability distribution of (Ut, (νs, s ≤ t)), that
is the randomly sampled individual in the population νt at time t , along with the
entire population trajectory up to that time.
Equation (1) provides a Girsanov type change of measure that connects this pair
to the law (Et, (χs, s ≤ t)) of the spine process with its distinguished individual.

A Kesten-Stigum type result

Using (1) with some non-explosion assumptions, we show that for every ψϕ,

Wt(ψϕ) :=
∑
u∈G(t)

exp

(
−
∫ t

0

Gtψϕ (Xu
s ,νs)

ψϕ (Xu
s ,νs)

ds

)
ψϕ (Xu

t ,νs)

is a non-negative martingale with respect to the canonical filtration of the
process (νt)t≥0.
We assume that there exist c, C ∈ R∗

+ such that, for all (x, ν, t)

c ≤
∑
n≥0

Bn(x, ν, t)(n− 1) ≤ C.

Using the spinal decomposition method we obtain the following result:
• If

∑
k≥1 k log(k) supx,ν,tBk(x, ν, t) < +∞ then, for all initial measure z

Ez [lim supWt(1)] = ⟨z, 1⟩.

• If
∑

k≥1 k log(k) infx,ν,tBk(x, ν, t) = +∞, then
lim supWt(1) = 0 almost surely.
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A Yule process with competitive interactions

Every individual is characterized by its mass x ∈ R∗
+, that grows according to

ẋ = µ(t)x. The branching events are
x r(t)x Λx

(1 − Λ)x

x d(t)Nt

(1 − Θ)x

Choosing ψ(x, y) := xe−y and ϕ(x) := ln (xE[(Λ(1 − Λ))−1]), we have for the
spine process

x r(t) Λ̂x

(1 − Λ̂)x

x E[Θ−1]d(t)Nt

(1 − Θ̂)x
xe d(t)Nt

(1 − Θ̂∗)xe
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