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The set of trees

Notations for discrete trees

Set of nodes U = U (N*)". For a node u € t, we set
neN
@ number of children : ky(t) (< o for the moment)

@ height : h(u)

For the tree t:
@ height : H(t) = max{h(u),u € t}
@ number of vertices=size of t : |t|

@ size of the n' generation : Z,(t)
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The local topology

Truncation of atree t at level he N ;

rm(t) ={u et, h(u) <h}.
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The local topology

Truncation of atree t at level he N ;
m(t) = {uet, h(u) < h}.
Local distance between two discrete trees :

d(t,t) =2~ suplh m(M=n(t)},
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The local topology

Truncation of atree t at level he N ;
m(t) = {uet, h(u) < h}.
Local distance between two discrete trees :

d(t,t') = 2-supth m(®=n(t)}

t, —t < Vh>0, n(ty) =ra(t) for nlarge enough
< Yue U, ky(ty) — ku(t)

with the convention k,(t) = —1ifu ¢t.
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Outline

e Conditioning a Galton-Watson tree to be large
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Conditioning a Galton-Watson tree to be large

Conditioning on non-extinction

Theorem (Kesten, 1986)

Let p be a critical or sub-critical offspring distribution (meanu < 1).
Let T, be a GW(p)-tree conditioned on H(t,) = n.

Then
(d)
Th—>T.
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Conditioning a Galton-Watson tree to be large

Conditioning on non-extinction

Theorem (Kesten, 1986)

Let p be a critical or sub-critical offspring distribution (meanu < 1).
Let T, be a GW(p)-tree conditioned on H(t,) = n.
Then

d
*c,,gm*.

Definition of T* as a size-biased GW-tree:

h> 0,5, E[o(n(x )] =E | Zo(n(®)]
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Conditioning a Galton-Watson tree to be large

Kesten'’s tree

@ The nodes are either normal or special.
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Kesten’s tree

@ The nodes are either normal or special.
@ The root is special.

R. Abraham Local limits of conditioned GW Angers 2023 7/31



3
Kesten’s tree

@ The nodes are either normal or special.
@ The root is special.

@ Normal nodes reproduce according the the
distribution p.
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3
Kesten’s tree

@ The nodes are either normal or special.
@ The root is special.

@ Normal nodes reproduce according the the
distribution p.

@ Special nodes reproduce according to the
size-biased distribution p*(n) := ;np(n).
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3
Kesten’s tree

@ The nodes are either normal or special.
@ The root is special.

@ Normal nodes reproduce according the the
distribution p.

@ Special nodes reproduce according to the
size-biased distribution p*(n) := ;np(n).

@ Children of normal nodes are all normal.

I\V2%
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Conditioning a Galton-Watson tree to be large

Kesten’s tree

@ The nodes are either normal or special.

@ The root is special.

@ Normal nodes reproduce according the the
distribution p.

@ Special nodes reproduce according to the
size-biased distribution p*(n) := ;np(n).

@ Children of normal nodes are all normal.

@ Children of a special nodes are all normal but W
one, uniformly chosen at random, which is
special.
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Conditioning a Galton-Watson tree to be large

Kesten’s tree

@ The nodes are either normal or special.

@ The root is special.

@ Normal nodes reproduce according the the
distribution p.

@ Special nodes reproduce according to the
size-biased distribution p*(n) := ;np(n).

@ Children of normal nodes are all normal.

@ Children of a special nodes are all normal but
one, uniformly chosen at random, which is
special.

(&
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Conditioning a Galton-Watson tree to be large

Spinal description of Kesten’s tree

@ The tree T* is a spine decorated with independent GW(p)-trees.
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Conditioning a Galton-Watson tree to be large

Spinal description of Kesten’s tree

@ The tree " is a spine decorated with independent GW(p)-trees.
@ At each node u of the spine, Y, trees are grafted with

P(Y,=n—1)=p*(n) = :lnp(n).
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Conditioning a Galton-Watson tree to be large

Spinal description of Kesten’s tree

@ The tree " is a spine decorated with independent GW(p)-trees.
@ At each node u of the spine, Y, trees are grafted with

P(Y,=n—1)=p*(n) = :lnp(n).

@ Given the Y, = n— 1, the number of trees grafted on the left is uniformly
distributed on {0,...,n—1}.
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Conditioning a Galton-Watson tree to be large

General functionals

Notation: t, t two trees, x a leaf of t. t®, 1 is the tree obtained by grafting the
treetontat x.
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General functionals

Notation: t, t two trees, x a leaf of t. t®, 1 is the tree obtained by grafting the
treetontat x.

Let A be an integer-valued functional on discrete trees.
Assumption : A is additive if there exists a function D(t,x) > 0 such that

Alt®, 1) = At) + D(t,x)
for A(t) large enough.
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General functionals

Notation: t, t two trees, x a leaf of t. t®, 1 is the tree obtained by grafting the
treetontat x.

Let A be an integer-valued functional on discrete trees.

Assumption : A is additive if there exists a function D(t,x) > 0 such that
A(t®, 1) = A(t) + D(t,x)

for A(t) large enough.

Theorem (A.-Delmas, 2014)

Let p be a critical offspring distribution. If

Then
dist(t|A(t) = n) — dist(t")

= > - = =
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Conditioning a Galton-Watson tree to be large

Examples

@ Height of the tree :H(t®, T) = H(t) + h(x).
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Examples
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Conditioning a Galton-Watson tree to be large

Examples

@ Height of the tree :H(t®, T) = H(t) + h(x).
o Total progeny: [t®, | = [t| +[t| — 1.
@ Number of leaves.
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Conditioning a Galton-Watson tree to be large

Examples

@ Height of the tree :H(t®, T) = H(t) + h(x).
o Total progeny: [t®, | = [t| +[t| — 1.
@ Number of leaves.

@ Number of nodes with given out-degree. 4 C N.
La(t) = Card{u et, k,(t) € A}.
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A more restrictive conditioning

Outline

9 A more restrictive conditioning
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A more restrictive conditioning

Very large geometric trees

Goal : limp_, . dist(t|Z, = ap).

Offspring distribution :

p(0)=1-m
p(k) =ng(1—q)k ' fork>1.
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A more restrictive conditioning

Very large geometric trees

Goal : limp_, 1+« dist(t|Z, = ap).
Offspring distribution :

p(0)=1-m
p(k) =ng(1—q)k ' fork>1.

p"oifu=m/q <1,
Sete,=<n? ifu=1,
umifu>1.
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Result

Theorem (A.-Bouaziz-Delmas, 2020)

Suppose that a, > 0 and limp_, ;o i—: =0 € [0,+o9
Then, the distribution of t conditionally given {Z, = a,} converges to the
distribution of some random tree t°.
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A more restrictive conditioning

Description of t° and ©*

o 10 is the Kesten tree associated with p(n) := k2 p(n) where

Ke = min (1%2,1) is the extinction probability.
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A more restrictive conditioning

Description of t° and ©*

o 10 is the Kesten tree associated with p(n) := k2 p(n) where

Ke = min (1 =N ) is the extinction probability.

@ The tree 1™

o lts root has infinite degree.
@ The sub-trees are i.i.d inhomogeneous GW trees with offspring distribution
at height h given by
Tt

Yh

Kk—ul .
Yh:{1,u” : i1

Py (k) = ———=p(k),

where,
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A more restrictive conditioning

Description of t° and ©*

o 10 is the Kesten tree associated with p(n) := k2 p(n) where

Ke = min (1 =N ) is the extinction probability.

@ The tree T™:
e lts root has infinite degree.
e The sub-trees are i.i.d inhomogeneous GW trees with offspring distribution
at height h given by

o (k) = T k),
Yh
where, .
Yh:{‘f;jh [ e
T4ty fu=1
We have

Pn = Z, kpp (k) >1 and im iy =pt.
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A more restrictive conditioning

The skeleton of t°

Suppose we have k individuals at height A.
@ Each individual gives birth to a single individual at height h+ 1.

@ A Poisson(8C,) number of supplementary individuals appear and are
attached uniformly on the k initial individuals.

cste-u " ifu<1,
@ (n= 1 cste if u=1.
cste-u  ifu>1.
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A more restrictive conditioning
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re restrictive conditioning
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A more restrictive conditioning
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re restrictive conditioning

Poisson

Nl
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A more restrictive conditioning
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A more restrictive conditioning
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A more restrictive conditioning

Grafting on the skeleton

@ We graft GW trees with offspring distribution p(n) = k3 p(n).
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A more restrictive conditioning

Grafting on the skeleton

@ We graft GW trees with offspring distribution p(n) = k3 p(n).
@ On a node u of the skeleton with k children, Y, GW trees are grafted with

n!
(n—k)!

P(Yy, = n—k) = pyq(n) == c p(n).
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Grafting on the skeleton

@ We graft GW trees with offspring distribution p(n) = k3 p(n).
@ On a node u of the skeleton with k children, Y, GW trees are grafted with

n!

(n_k)!b(n)‘

P(Yy, = n—k) = pyq(n) == c

@ Given the the number k of children in the skeleton and the number n— k
of grafted trees, the k “immortal” children are chosen uniformly among the
n children of wu.
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A more restrictive conditioning

Continuity in distribution

Theorem

The family (t®,0 € [0, +c]) is continuous in distribution. In particular

d d) o
0 (d) 2, 0 (d) .
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A combinatorial approach

Ty : set of planar trees with N vertices
vf\?) measure on Ty defined by

(6)
N
with 8 € [0, 4-00).
Local limits of conditioned GW
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A combinatorial approach

Ty : set of planar trees with N vertices
vf\?) measure on Ty defined by

with © € [0, 4-o0).
Theorem (Durhuus-Unel, 2023)

Let Ty be distributed according to vf\?). Then,

TN ﬂTe

withn = q=1/2ie. p(n) =2 ("1
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A more restrictive conditioning

General offspring distribution

Let p be a super-critical offspring distribution.
Let ¢, be the Heyde-Seneta normalization: Can,, — W.
Under the L Log L condition, ¢, = u".
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General offspring distribution

Let p be a super-critical offspring distribution.
Let ¢, be the Heyde-Seneta normalization: Can,, — W.
Under the L Log L condition, ¢, = u".

Theorem (A.-Delmas, 2019)

: d
Iflim(an/cn) = 6, then (t| Zy = an) 2% 10
o 10 : Kesten
o 10 infinite skeleton. t® 2 (t|W=8).
e 17

o If b:= maxSupp(p) < o, regular b-ary tree.
o If b= +oo, conjectured.
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A more restrictive conditioning

General offspring distribution

Let p be a super-critical offspring distribution.
Let ¢, be the Heyde-Seneta normalization: Can,, — W.
Under the L Log L condition, ¢, = u".

Theorem (A.-Delmas, 2019)

Iflim(an/cy) =0, then (t| Z, = ap) ﬂ °
o 10 : Kesten
o 19 infinite skeleton. 1 2 (t| W =9).
e T°;

e Ifb:= maxSupp(p) < oo, regular b-ary tree.
o If b= +oo, conjectured.

Critical case: Kesten if a, < n?.
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General offspring distribution

Let p be a super-critical offspring distribution.
Let ¢, be the Heyde-Seneta normalization: Can,, — W.
Under the L Log L condition, ¢, = u".

Theorem (A.-Delmas, 2019)

Iflim(an/cn) = 6, then (t| Zy = an) 2% 10
o 10 : Kesten
o 10 infinite skeleton. t® 2 (
e T°;
e Ifb:= maxSupp(p) < oo, regular b-ary tree.
o If b= +oo, conjectured.

T|W=8).

Critical case: Kesten if a, < n?.
Sub-critical case: only if can be obtained as a super-critical GW tree
conditioned on extinction.
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The Brownian case

Outline

e The Brownian case
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Real trees

Definition
A real tree is a geodesic metric space which contains no subset homeomorphic
to a circle.
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The Brownian case

Real trees

Definition
A real tree is a geodesic metric space which contains no subset homeomorphic
to a circle.

Let e be a continuous function on [0, ] such that e(0) = e(5) =0 and
e(t) > 0for t €]0,0].

We define a pseudo-metric on [0,6]: d(s,t) = e(s) + e(t) — 2min,c[s 1 €(u)
and the equivalence relation s ~ t <= d(s,t) = 0.
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The Brownian case

Real trees

Definition
A real tree is a geodesic metric space which contains no subset homeomorphic
to a circle.

Let e be a continuous function on [0, ] such that e(0) = e(5) =0 and
e(t) > 0for t €]0,0].

We define a pseudo-metric on [0,6]: d(s,t) = e(s) + e(t) — 2min,c[s 1 €(u)
and the equivalence relation s ~ t <= d(s,t) = 0.
Then the quotient space ([0,6]/ ~,d) is a compact real tree rooted at 0 (or G).
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The Brownian case

Coding a tree by a continuous function

d(s,t) = e(s) +e(t) —2min,¢[s 4 €(u)
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The Brownian case

Coding a tree by a continuous function

d(s,t) = e(s) +e(t) —2min,¢[s 4 €(u)
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The Brownian case

The Brownian tree

3 Wiy R4

thanks to Igor Kortchemski
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The Brownian tree

3 Wiy R4

thanks to Igor Kortchemski

Theorem (Aldous 1991)

T critical with finite variance GW tree conditioned on |tp| = n.

(T, ——
mG\/ﬁ

for the Gromov-Hausdorff topology.

dy) D T
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The Brownian case

The Brownian tree with drift

For ® > 0, N® is the "distribution” of the tree coded by an excursion of B; — 26t.
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The Brownian case

The Brownian tree with drift

For ® > 0, N® is the "distribution” of the tree coded by an excursion of B; — 26t.
For 8 < 0, we define N° by

Vh>0,%0,  N[o(r(T))] = NP [e*%o(m(T))]

where Zj, is the "local time” of 7 at height h.
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The Brownian tree with drift

For ® > 0, N® is the "distribution” of the tree coded by an excursion of B; — 26t.
For 8 < 0, we define N° by

Vh>0,%0,  N[o(r(T))] = NP [e*%o(m(T))]

where Zj, is the "local time” of 7 at height h.

(Zh, h > 0): CSBP with branching mechanism

wo(h) = %73 oL
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Local limit of the conditioned tree

Set c,? = {hf 16]h ?f =0,
026 if 8 #£ 0.
Theorem (A.-Delmas-He, 2023+)
Suppose that a, > 0 and limp_, 4 i—g = o € [0,4o0). Then, under
N[ | Z, = an]

g 19 qol
h—r4-o0

for the local Gromov-Hausdorff topology.
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Kesten tree

The tree T2/ is distributed as
[0, +o0) ®ics (hi, T7)
where (hj, T;)ic; are the atoms of Poisson point measure on R x T with

intensit
’ anhN®l[aT].
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The Brownian case

The infinite backbone for ¢ > 0

Set& <& <--- <&, < the atoms of a Poisson point measure on R with
intensity Ja.el®l.
Define a tree-valued process (Z;,t > 0):

@ Iy = root.
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The Brownian case

The infinite backbone for ¢ > 0

Set& <& <--- <&, < the atoms of a Poisson point measure on R with
intensity Ja.el®l.
Define a tree-valued process (Z;,t > 0):

@ Iy = root.

@ All the branches grow at unit speed = H(‘%;) = t.
Foro<t<&:, Zt=10,t].
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The infinite backbone for oo > 0

Set& <& <--- <&, < the atoms of a Poisson point measure on R with
intensity Ja.el®l.
Define a tree-valued process (Z;,t > 0):

@ Iy = root.

@ All the branches grow at unit speed = H(‘%;) = t.
Foro<t<&:, Zt=10,t].

@ Attime &;, a branching occurs, a second branch appears.
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The infinite backbone for oo > 0

Set& <& <--- <&, < the atoms of a Poisson point measure on R with
intensity Ja.el®l.
Define a tree-valued process (Z;,t > 0):

@ Iy = root.

@ All the branches grow at unit speed = H(‘%;) = t.
Foro<t<&:, Zt=10,t].

@ Attime &;, a branching occurs, a second branch appears.

@ Recursively, attime £, ¢ _ has n leaves.
Pick a leaf uniformly at random. A binary branching occurs on that leaf.
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The infinite backbone for oo > 0

Set& <& <--- <&, < - the atoms of a Poisson point measure on R with
intensity Ja.el®l.
Define a tree-valued process (Z;,t > 0):
@ Iy = root.
@ All the branches grow at unit speed = H(Z;) = t.
For0<t<&;, Z;=0,t.
@ Attime &;, a branching occurs, a second branch appears.

@ Recursively, attime £, ¢ _ has n leaves.
Pick a leaf uniformly at random. A binary branching occurs on that leaf.

Set T = |im .

t—s-o0
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The infinite backbone for oo > 0

Time
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The tree 7%

@ A(dx): length measure on 75
@ (x;,T;)ic; atoms of a Poisson-point measure on T ske % T with intensity

A(ax)N® [aT].

o THO =T, (x,T).
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The Brownian case

Thank you for your attention.
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